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Modeling and Supervisory Control of a Disassembly
Automation Workcell Based on Blocking Topology

Kok-Meng Lee, Member, IEEE,and Michael Martin Bailey-Van Kuren

Abstract—An important aspect in recycling and reuse for en-
vironmentally conscious manufacturing is disassembly. Although
disassembly systems contain the same basic elements as assembly
systems, the disassembly problem differs significantly from the
assembly problem due to the fact that the incoming disassembly
product is not controlled. In addition, complete dismantling of
products is not necessarily required for disassembly, whereas
assembly builds a product completely.

This paper describes a model for automated disassembly that
accounts for workcell interaction and used product constraints.
The model provides an essential means to determine, in real–time,
the next component for disassembly using the knowledge of the
product design and sensor feedback minimizing the steps to remove
goal components. Sets of components for removal were resolved by
minimizing setup time for disassembling the component. Given the
model, a controller for product disassembly is defined that can ac-
count for missing and known replacement components. The con-
troller can recover from unknown replacement components and
jammed components when alternate removal sequences exist to
meet the cell goal.

Two case study examples are presented and experimentally
simulated. Simulation results based on real product, vision sensor
measure, and process input are presented and discussed. It is ex-
pected that the concepts demonstrated through these case studies
can provide useful insights into other mechanical assemblies.

Index Terms—Assembly system, disassembly, product
mode3ling, supervisory control, workcell programming.

I. INTRODUCTION

A N INCREASING awareness of the effects of technolog-
ical advances on the environment has spurred research into

“environmentally conscious” or “green” engineering [1]. Under
the pressure of European governments, European car manufac-
turers have invested large efforts in studying the recyclability of
their product [2]. A trend can be seen toward increased product
take-back and subsequent automation, with the emphasis on au-
tomated disassembly and separation for product recycling and
reuse [3]. An important aspect of recycling, reuse, and disposal
of consumer products is the disassembly of the product and its
components [4], which is essential for acquisition of desirable
or undesirable material from a product or segregation of dissim-
ilar materials.
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The significance of design for disassembly in a product de-
sign process was investigated by Scheuringet al. [5]. Although
disassembly systems contain the same basic elements as as-
sembly systems, the disassembly problem differs significantly
from the assembly problem in three aspects. First, the condition
of incoming disassembly product is not controlled. Secondly,
the extent of the disassembly for a particular product may vary
with material needs, creating different goals for the cell for the
same product. Third, the complete dismantling of products is not
necessarily required for disassembly, whereas assembly builds
a product completely. Assembly sequencing techniques such as
those applied by Defazio and Whitney [6] or Homem de Mello
and Sanderson [7] are limited in their application to disassembly
by the three conditions stated above.

Weigl [8] performed some experimental disassembly of video
camera recorders. Their strategy focused on the removal of fas-
teners and jammed components and did not adjust for missing
components. Darioet al. [9] presented a theoretical framework
for disassembly that emphasizes sensor information processing
and fusion. Spath [10] outlined an information system for dis-
assembly. Schmult [11] created a complete system for disas-
sembly of block structures, which simplifies the domain of pos-
sible motions to disconnect parts. Little work, however, has been
done on modeling and control of an automated disassembly
system which takes into account the product configuration vari-
ations or uncertainties, particularly in the context of real–time
supervisory control. For this reason, we develop a method to
model and control an automated disassembly workcell, which
provides an essential basis for evaluating the performance of
different disassembly strategies.

In a broader context, the automated disassembly problem is
related to work in intelligent systems. Albus [12] investigated
the relationship between sensor perception and intelligent
control. The general framework does not take advantage of
disassembly specific constraints. Disassembly constraints
simplify the error recovery. Related work in manufacturing was
performed by Salehet al. [13]. However, the control is limited
to minor disturbances and designed for repetitive operation,
and both of these constraints contrast disassembly.

This paper offers the following contributions.

1) We provide a model for an automated disassembly
system for describing workcell and used product
states collectively. The new topological state-space
model greatly simplifies a system that is complex and
time-varying. The model provides an essential basis
for design, simulation, and control of a disassembly
controlled system.

1042–296X/00$10.00 © 2000 IEEE
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2) A sensor-based supervisory control algorithm has been
developed. The controller utilizes sensor feedback to
detect differences from the expected design and pro-
vides an effective means to recover from unknown re-
placement and jammed components when alternate re-
moval systems exist to meet the goal. Since the dis-
assembly plan does not require a complete recalcula-
tion when an error condition is encountered, the sensor-
based controlled system reduces processing time while
accounting for variations in a product configuration.

3) The modeling and supervisory control algorithms have
been tested in two case studies using real products and
automated workcell parameters. An analysis of the re-
sults provides insights into the system behaviors and
limitations. The studies included the determination of
a sensing strategy for the used product and measuring
the performance of the error handling routine through
simulated disassembly of the personal computer (PC).

The remainder of this article is organized as follows. Sec-
tions II and III describe the modeling of the used disassembly
product states and automated workcell model based on the con-
cept of blocking topology. Section IV outlines the sensor mea-
sure for detecting jammed and missing components. Section V
presents the methods of recovering from errors due to unknown
replacement and/or jammed components. Section VI discusses
the results of two case study examples. Conclusions are given
in Section VII.

II. USED DISASSEMBLY PRODUCT MODEL

The used disassembly product(UDP) is defined as any
product containing components connected by reversible me-
chanical connections. A mechanical connection is reversible if
the component can be removed by reversing the motion that as-
sembled it. Thus, reversible connections do not include welds,
rivets, or snap-fits. However, the UDP may contain missing,
replacement, additional, or jammed components. As with most
assemblies, the order of component removal is essential since
some components block the removal of others. For clarity in the
subsequent discussions, we define the following terminologies
to describe the product and its components at a point in time.

Component:A componentis a single part or a subassembly
that can be physically disconnected from the product. Thecom-
ponent stateis the particular component that is selected for pro-
cessing at a point in time. Acomponent state spaceis the set of
all possible component states or all possible components for a
product.

Product:A product stateis the state of the product in terms of
assembled and disassembled components at a particular point in
time. Theproduct spaceis the set of all possible product states.

The UDP model provides a mathematical representation
which determines the next component to be disassembled,

as a function of the current used product state
at the th time instant. In other words

(1)

where the state is defined by the sets of components or
subassemblies that are attached or detached from the base as-

sembly. For disassembly, the components attached to the used
product are not always known. To allow for sensor feedback,
sensor identification of components on the used product define
set Sensor identification of missing or removed components
define set The current used product state is thus a dis-
crete point set represented by

(2)

Let denote the set of all componentsfor the used product.
Then, and are subsets of containing the attached and
detached component sets, respectively, and are in the form

The UDP model uses the knowledge
of members of to identify the set of possible components
for removal, where However, component iden-
tification is limited to the components that are located with
surfaces on the external surface of the assembly. The existence
of components that are completely shielded by the external
components is unverifiable. At best, there is a set of identifiable
components such that The initial identifiable
state of the used product is

For large products, the size of the used product state space is
much greater than the size of The state space explosion is in-
creased when considering disassembly, due to the possibility of
replacement parts. Therefore, we develop a disassembly method
that requires the knowledge of partially identified used product
states. The method aims at achieving a disassembly goal, which
is represented by a set of used product states with none of the
goal components attached. The goal is achieved if any of the
used product states that are disassembly goal states are realized.
In addition, the method’s ability to operate with partial informa-
tion can handle unknown used product states. An unknown used
product state results when the automated workcell cannot iden-
tify a component of the used product due to component damage
or configuration changes during product use.

A. Component Blocking Topological Space

The disassembly process is a progression through the com-
ponent states. Only some states are reachable from the present
component state For each component, a neighborhood
of possible components for removal can be defined using a
blocking topology and a metric can then be applied to the com-
ponent state space to measure the distance to goal components.

A topological approach provides the ability to handle un-
known states and uses local information, within a neighborhood,
instead of the global information the complete configuration of
the product. Let denote that precedes In other
words, can be removed from the assembly once component

is disassembled. Then, we define theth neighborhood in the
component state space as follows:

if or

where the subscript of refers the th or th component. The
null component in the component space, when no components
are detached from the used product, is

Lemma: The component state space with neighborhoods or
sets of components defined by a component and all components
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blocked from disassembly by the component is a Hausdorf topo-
logical space.

1) For each in there exists a neighborhood that
contains

Proof : Therefore, by the definition of a neighbor-
hood in the component state space, for all

2) The intersection of two neighborhoods of contains a
neighborhood of

Proof: Let and or two neighborhoods
that contain Furthermore, by definition. Since

and then by definition. For all not
including If and then
Thus, therefore Since does
not precede then and Thus, In a
similar manner, Thus,
contain a neighborhood of

3) If is a point in , there exists an such that

Proof: As shown in part 2), if Otherwise,
and

4) If does not equal there exist and such that

Proof: First, is defined as the dot product operator
for two neighborhoods. For point sets, if

and 0 otherwise. If , then and
Likewise, if then and

If neither component precedes the other, then
and

Therefore, the component space under the blocking topology
is Hausdorf and a metric can be applied [14], [15]. Once a com-
ponent is identified on the product assembly, the product state
is in the neighborhood The neighborhood identifies com-
ponents that can next be removed due to the direct precedence
relationship. Thus, the product can transition to any neighbor-
hood where By maintaining a history of the set
of possible components for removal is equal to the union of
the neighborhoods of detached components adjoin

B. Component Search Function

The component search function utilizes a component
blocking topology to designate the next component to be
disassembled by minimizing the number of disconnections to
reach the goal component in the neighborhood Consider
a vector defined as

(3)

where is the number of goal components blocked by theth
component after disconnections, and the vector becomes irrel-
evant when the sup norm of the vector equals zero. Thus

(4)

corresponds to a vector where no goal components are blocked.
The minimum value of satisfying (4) is the minimum number
of disconnections to remove all goal components. The vector

is referred here as the goal-blocking vector which can be
calculated as follows:

(5)

where

(5a)

if is a goal component
if is not a goal component

(5b)

and is the component-blocking matrix defined as

...
...

...
if blocks
otherwise.

(6)

With the definition of the goal-blocked vector, the component
search function can be defined as

such that (7)

In other words, the component is returned that has a lowest
number of disconnections to leave the goal components un-
blocked. If there is a unique component with the minimum value
of then no other searching is required and the returned com-
ponent is the next component for removal.

III. A UTOMATED WORKCELL MODEL

Theautomated workcellconsists of all manipulators, sensors,
tooling, and fixtures required for the disassembly process and a
controller for these resources. The workcell model determines
changes in the UDP state as a function of a given
component removal task subjected to constraints imposed by
the resource blocking which prevents activating a particular re-
source due to other resources being active. By defining the inter-
relationship among the resources, the workcell model prevents
blocked resources from activating and processes unblocked re-
source tasks. This flexible framework (with no blocking) models
multiple manipulators operating concurrently if the workcell
utilizes an avoidance routine. Otherwise, multiple manipulators
operate sequentially (with blocking) if avoidance routines are
not in place. The workcell model function intrinsically accounts
for various resource types and tasks. Mathematically, the work-
cell model is given by

(8)

where is the unique workcell state required to remove
component

A. Description of Workcell State

In disassembly, the key dynamic resources are the tools and
sensors and their motions result from their rigid attachment to
manipulators or robots. These motions defined with respect to
a prespecified workcell reference frame provide the basis for a
resource’s description.
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The automated workcell state is determined by two vectors in
product space

(9)

where is the resource position vector and the resource
motion vector. All resources are considered as rigid bodies in
three-dimensional space represented by a dual vector notation.
This approach has been presented by Samuelet al. [16] and
Paden [17]. For theth resource position

(10a)

where and are the ori-
entation and position vectors of theth resource, respectively.
Similarly, the resource motion is

(10b)

where and are vectors
describing the rotational (in Euler’s angles) and translational
motions, respectively.

To determine the resource positionin real–time, the po-
sition dual vector is transformed by mapping the motion dual
vector to a 3 3 matrix and then multiplying the position dual
vector by the matrix exponential. The mapping for the motion
dual vector is given by

(11)

where is a matrix exponential function and

The resulting equation to update a resource position by a given
motion is

(12)

For a static resource, the position of which remains constant,
the motion dual vector is defined as 1 (active) or 0 (inactive).
The data structure so formulated provides a compact descrip-
tion of the automated workcell that is computationally efficient.
The automated workcell state vectors can be referenced to lo-
cate resources or determine active resources. Furthermore, the
structure accounts for static and dynamic resources, inherently.

B. Resource Blocking

The resource blocking for a workcell with resources is rep-
resented by an matrix as follows:

...
...

... where
if blocks
otherwise.

(13)

Note that the th column of provides the resource blocking
information for the th resource. Thus, resource blocking can

be obtained from the dot product of the workcell state motion
vector and the column vector from the resource-blocking ma-
trix. A nonzero dot product indicates that theth resource should
not be activated since one or more resources may interface or
block the th resource. Thus, we have

if

if
(14)

The disconnection motion triggers a change in the used
product state only if the workcell state matches the required
workcell state for the component that is specified for discon-
nection

if
if

(15)

C. Minimization of Nonvalue-Added Operations

Often it is possible to find multiple components satisfying
(7) that minimizes the number of disconnections. In these
cases, a secondary search function that attempts to avoid
nonvalue-added operations such as tool changes, product
reorientations, and deadlocks due to component jamming and
replacement components can be developed.

Let denote a set of possible components for removal, as
determined from (7). The cost functioncan be defined for each
of the components in the subsetof the local neighborhood of
the current component for removal

(16)

where

if
otherwise.

(17a)

(17b)

(17c)

(17d)
and

if resource is the tool utilized for the compo-
nent removal;
a unit vector specifying the fixture orientation re-
quired to remove the component;
a value from 0 to 1, the probability that the compo-
nent is jammed;
a value from 0 to 1, the probability that the compo-
nent is a replacement.



LEE AND BAILEY-VAN KUREN: DISASSEMBLY AUTOMATION WORKCELL BASED ON BLOCKING TOPOLOGY 71

Note that the cost function for the th components is defined
relative to By iteratively comparing the cost function of the
th components with that of the current component for removal

the next component is selected from all components in the
neighborhood of the current removal component

such that

(18)

IV. A UTOMATED DISASSEMBLY ERRORDETECTION

During a product’s life, the product may be damaged, recon-
figured, or repainted. All of these changes alter the automated
system’s perception and understanding of the product. There-
fore, an automated disassembly system must detect differences
between the used product and the product design. When pos-
sible, the automated system must account for the discrepancies
and continue processing. The types of configuration errors that
sensors must detect include missing components, replacement
components, additional components, and jammed components.
Furthermore, any sensor measure contains some variability due
to component variation or noise in the product environment.
Therefore, the sensing strategy must account for the existence or
absence of each component in the used product structure, while
accounting for sensor measure variation.

The UDP state is observed by sensing the component fea-
tures with a single sensor. Variations in sensor measures are
assumed to be normally distributed. The feature data are rep-
resented by and , which
characterize the features when the component can be recognized
or is missing, respectively. The elements and are
the sample size, mean value, and standard deviation character-
izing the component features. The tolerance limits for existing
and missing components are represented by and

, respectively, where the value of can be found
from statistical tables for a given minimum proportion of the dis-
tributed population and the degree of confidence.

Consequently, the range of the tolerance limits is sensitive to
the sample size of the sensor measure population. Large sample
sizes, for each sensor measure reduce the range of
the tolerance limits. The range of the tolerance limits is impor-
tant because the chosen sensor for a component must provide
disjoint existing and missing tolerance intervals. This is repre-
sented through the following constraints:

for (19)

for (20)

During the disassembly processing of the used product,
sensing occurs both preceding and succeeding component re-
moval to ensure component existence and to verify component
removal, respectively. The sensor measureis mapped to a set
of component states by (21).

exists
missing

out-of-tolerance
(21)

At the existence check, the out-of-tolerance status can re-
sult from the existence of a replacement component, damage or
modification to the expected component, or error in the sensor
measure. At the removal check, the out-of-tolerance condition
can be attributed to a jammed component during removal, to the
modification of the background component, or to sensor mea-
sure error. In order to continue processing when an out-of-toler-
ance condition arises, it is assumed that there is a replacement
component during the existence check and that the component
jammed during the removal check. These assumptions are later
confirmed or disproved as the controller obtains more informa-
tion. The error conditions trigger the cell controller to call the
replacement component and jammed component error handling
routines, as appropriate.

V. AUTOMATED DISASSEMBLY ERRORRECOVERY

The disassembly system recovers from unknown replacement
and jammed components when alternate removal sequences
exist to meet the cell goal. The error recovery handling methods
are discussed in following sections.

A. Replacement Component Handling

The replacement component compensator performs a limited
search for the replacement component using disassembly group
technology (DGT), the categorization of components by their
disassembly motions. Therefore, a disassembly group or family
is all components that require the same disassembly motion. For
example, screws of the same pitch or circuit cards with the same
plug-in connector form a group. Group technology reduces the
search domain to a DGT family if a replacement component is
suspected. The concept of families correlates readily to neigh-
borhoods and therefore can be implemented through a replace-
ment component topology. Replacement component neighbor-
hoods are defined upon the component state space.

The replacement component search is triggered when
an out-of-tolerance condition results during sensing. Since
a sensing measure exists, this measure is compared to the
tolerance limits of the components within the replacement
neighborhood. If the current designed component isthen the
search includes each member of the component replacement
neighborhood The replacement search results in one of
two outcomes. If the sensor measure falls within the tolerance
limits of any component within its replacement component
neighborhood, then a replacement component is identified and
processing continues to remove the replacement component.
Otherwise, no known replacement component is identified and
processing is suspended.

B. Jammed Component Handling

Jammed components in a product structure reduce the acces-
sibility to other components within the structure. Loss of ac-
cess to goal components of the disassembly system is of pri-
mary concern. It is assumed that the automated system does not
contain the ability to remove a jammed component. Therefore,
a jammed component condition initiates a search for alternate
disassembly sequences that circumvent the jammed component.
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This eliminates any sequences containing the jammed compo-
nent from yielding goal components in the search. If there is an-
other component in the used product that is able to be removed
and leads to the removal of a goal component, it will result from
the revised search. If no such component results from the search,
the jammed component creates an unrecoverable condition for
the automated disassembly workcell. Due to an unrecoverable
error, the processing of the current product is suspended and dis-
assembly of another used product is initiated.

Using the features stored in the design database, the sensed
features are tested to determine if the component is attached,
missing, or indeterminable by means of a component feature
comparator. The component feature comparator output is com-
prised of one of three results: the component is present, the com-
ponent is missing, or a replacement or damaged component is
present. This information is interpreted in context of the current
system states that are defined by the following equations:

if component is present
otherwise

(22a)

if component is missing
otherwise

(22b)

and

(22c)

If a damaged or replacement condition is encountered, the used
product state remains unchanged. The ability of the disassembly
system to account for these error conditions is handled within
the controller.

VI. EXPERIMENTAL CASE STUDIES

In order to study the effects of the disassembly parameters
quantitatively, two case-study examples were discussed here.
Two products, a single-use camera and a PC, are used to il-
lustrate the concepts of this work as well as demonstrate fea-
sible application of the work. The single-use camera is a typ-
ical closed-architecture used product where the used products
are expected to return with no change in design. It provides a
good example from a materials and connectivity perspective. On
the other hand, the PC is an open-architecture used product that
generates significant volume for disassembly as well as demon-
strating a high degree of uncertainty. Open-architecture prod-
ucts undergo extensive reconfiguration by the user, and thus
scrapping a used PC represents a good example to illustrate han-
dling of missing, replaced, and/or additional components. How-
ever, it is expected that the concepts demonstrated through these
products have universal applications to other mechanical assem-
blies.

The disassembly controlled system was modeled after an
automated robotic kitting cell [18] at the Georgia Institute of
Technology. Specific resources used include a tool manipulator,
a fixture which manipulates the product orientation to allow
component removal by tool manipulator, and a vision sensor
mounted on the end-effector of the tool manipulator. For each
disassembly task, the cell manipulator was taught grasps and
trajectories; the controller did not employ grasp or trajectory

Fig. 1. Single-use camera.

planning modules. The experimental case studies were per-
formed on a PC. Sensor measure samples were acquired from a
fixed vision system position and a fixed used product position.
The measure is an area, in pixels, of a targeted object in the
image. Sensor measures were collected up to 50 samples while
maintaining the running average and standard deviation.

Disassembly performance was measured in terms of non-
value-added operations (tool changes and orientation changes),
throughput (disassembly time), and capacity (resource utiliza-
tion). The time to goal not only reflects the efficiency in which
the workcell removes a particular sequence of components, but
also demonstrates the controllers ability to minimize the number
of components required to reach the goal. Manipulator utiliza-
tion is based on the total active time for the manipulator. For the
given workcell, the manipulator moves the tools and the sensor
and reorients the product. Sensor utilization is based solely on
the acquisition time of the active sensor measure. Tool utiliza-
tion combines the total active time for all of the end-effector
tools: the gripper, the vacuum tool, and the prying tool.

A. Case Study on Single-Use Camera

Simulation models for a number of integrated disassembly
process scenarios have been developed for a single-use camera
as shown in Fig. 1. The camera provides a good example from
a material and connectivity perspective. The following analysis
on the single-use camera represents three strategies. The first
strategy,targeted disassembly(TD), takes maximum advantage
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TABLE I
RESOURCEBLOCKING MATRIX

TABLE II
SINGLE-USE CAMERA COMPONENTS

of the reusable components (base, view box, subassembly, and
cantilever). Thus, only nonreusable components are specified
as goal components and the removal operations are nondestruc-
tive. The second and third strategies are two different alterna-
tives for recycling where metals are segregated from plastics. In
the second strategy,complete disassembly(CD), the used prod-
ucts are completely dismantled while segregating the materials.
Thus, all the components are treated as goal components. The
third strategy,material segregation(MS), attempts to minimize
the number of components to be removed. Hence, only the non-
plastic components are treated as goal components.

1) Experimental Setup:The resources and its blocking
matrix are summarized in Table I. The single-use camera
has 17 components constructed of plastic and metal materials.
Table II summarizes the components where * denotes non-
plastic components, TN refers the tool number in Table I, DT
is the disconnection time in seconds, PO denotes the product
orientation, and JP characterizes the jamming probability of
the components. In Table II, the value of PO is the rotation in
degrees between a defined home orientation and the orientation
required disconnecting the component. The jamming probabil-
ities for the snap-fit connections are based on the difficulties
encountered in manually disassembly. The components in
bold are components in which user tampering is less likely
and are potentially reusable. The DT is the total time taken
for the series of elemental operations required to disassemble

TABLE III
PERFORMANCECOMPARISONAMONG STRATEGIES

the component and was determined experimentally using the
lowest operating velocity (75 mm/s) of a Cincinnati Milacron
T3 robot. This elemental approach is similar to the RTM (robot
time and motion) developed by Nof and Lechtman [19].

The component blocking matrix for the single-use camera
is presented in (23). The formulation of this matrix corresponds
to the rule stated in (6). The matrix is 1919 to account for the
17 components, the null state, and the subassembly. An example
of the matrix entries is as follows.

The third column corresponds to the top cover. The only entry
of 1 is in the first row. The first row corresponds to the null
component. Therefore, no components block the removal of the
top cover and it is accessible from the null state.

(23)

The sensor measure for each component is the area of an
image object. Component feature data were recorded for in-
creasing sample sizes from 10 to 100. It was found that the mean
and standard deviation did not vary significantly for samples of
40 or larger.

Each simulation run represents a batch of product processing
through the disassembly workcell. Preliminary simulation runs
showed little variation in results as the number of runs were
increased above 50. A batch size of 50 used products was chosen
to provide a significant sample of output data for the test case.
The real mean and standard deviation of the output statistics are
not known but expected to be normally distributed.

2) Results and Discussions:Table III and Fig. 2 show some
of the results obtained. A more detailed discussion can be found
in [20]. Fig. 2 shows typical tool changes of the disassembly
controlled system as a function of time for the three different
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Fig. 2. Number of tool changes as a funciton of time.

Fig. 3. Implementation of the TD strategy using product line approach.

strategies. Each discrete point represents the completion of a
component removal. The results indicate that the TD strategy
took approximately 12.2 min to reach the goal state, 30% and
50% shorter than the MS and the CD strategies, respectively.
The smaller goal set and the fact that the set was located toward
the product exterior and required mostly the same tools account
for this result.

Although the MS strategy has only six goal components, the
number of tool changes was higher than that of the CD strategy.
Recall that the system optimization is essentially a two-step
process. The first step is to satisfy (7) minimizing the number
of disconnections. The second step minimizes the cost func-
tion given by (16). If the number of goal components is rela-
tively small, (7) tends to yield a unique or smaller set of com-
ponents to satisfy the first criteria. Since all components are
goal components for the CD strategy, the secondary criteria that
minimize tool changes is called more often than that of the MS
strategy with six goal components. The primary criteria of re-
moving goal components become more prominent for material
segregation. The minimization of the cost function may not be
considered. Consequently, the number of tool changes for the
MS strategy with six components was greater than that of the
CD strategy.

Due to the component connectivity, 15 components must be
removed to acquire the goal in the MS strategy. The simulation
was repeated with the 15 components removed specified as goal
components. Table III shows that the number of goal component
changes did not result in a significant difference in time-to-goal

in the MS strategy. In fact, the difference in the time associated
with tool changes between the best and the worst cases for the
same number of orientation changes and components removed
is less than 5%. The primary reason is that the tool change time
is relatively small in comparison to that of the disconnection
motion time for the flexible workcell.

When the disassembly is implemented in a production line
approach where modular stations are arranged in sequence, the
number of tool changes to achieve the goal product state has a
direct effect on the system layout. Fig. 3 shows the disassembly
sequence (2; 5, 6, 7; 3; 12, 13, 14 15; 4; 17) that resulted from the
TD strategy implemented using the production line approach,
where the numbers refer to the component numbers in Table II.
The semicolons in the disassembly sequence segregate the com-
ponents for the six sequential workstations based on the type
of tool needed for removal. From Table II, the task operation
time for each station can be determined. For example, compo-
nent 2 can be removed with tool 5 in 66 s, whereas the time
required for sequential removal of components 5, 6, and 7 with
tool 4 is 122 s, nearly twice the time as compared to that of
the first station. Similarly, the times required by stations 3, 4, 5,
and 6 are determined to be 54, 176, 63, and 41 s, respectively.
Fig. 3 shows an example production line for implementing such
a disassembly sequence. The ten modular stations are required
to achieve a throughput of 40 units/h operated at an average ma-
chine utilization of 84%. For the same throughput, the MS and
the CD strategies would require 13 and 16 stations at an average
machine utilization of 81% and 77%, respectively.



LEE AND BAILEY-VAN KUREN: DISASSEMBLY AUTOMATION WORKCELL BASED ON BLOCKING TOPOLOGY 75

TABLE IV
VARIATION IN SENSORMEASUREDUE TO SAMPLE SIZE

Fig. 4. Images and measure distribution for a PC card battery.

B. Case Study Example 2: PC

To show the performance of the disassembly error handling
strategies, a disassembly simulation was constructed in C
based on a PC. The computer contains a lithium battery on one
circuit card, which was treated as a goal component. It is of in-
terest to remove the goal component nondestructively since the
battery is treated here as a hazardous material to prevent mate-
rial contamination.

Table IV presents the mean and standard deviation of battery
images at ten sample intervals. The mean and standard devi-
ation stabilized starting around 40 samples and thus a sample
size of 50 was used for subsequent sensor measures. Example
images for a circuit card battery from a PC and the resultant
distribution parameters are presented in Fig. 4. The object mea-
sured in the first image is the large circular object near the
image center. Once the battery is removed, a metal strip shows
up in the second image, which becomes the measured image
object for the second distribution. The corresponding tolerance
limits for the circuit card battery were determined at sample size

for a population proportion of 0.99, and a degree of
confidence of 0.99 with equal to 3.385. The battery is con-
sidered to exist for sensor measures between Fur-
thermore, the battery is considered missing for sensor measures
within These distributions correspond to the feature
measures presented in (20) and (21) and are utilized to map com-
ponent states.

Time and sensing data were collected for disassembly
operations of the individual components of a PC. The example
product was limited to 20 of its components that represented
necessary and unnecessary components for removal of the goal
component. These components are shown in Fig. 5. Robot
movements linking individual disassembly sequences were
estimated based on known positions in the robot work envelope
and real robot velocities.

PC disassembly was simulated for eight scenarios (see
Table V) testing the effects of various component uncertainties

Fig. 5. PC schematics.

upon the goal of removing the lithium battery. Cases A, B,
and C verify the effectiveness of the component existence
routine as presented in (21). Cases D and E test the jammed
component recovery algorithm. Cases F and G test the re-
placement component recovery algorithm. A key measure
of disassembly efficiency isthe ratio of nongoal-to-goal
componentsremoved. Some set of components is necessary
to remove in order to disassemble the goal components, based
on the product design. Therefore, the design determines the
minimum ratio that can be achieved. If the disassembly system
fails to remove the goal component, the ratio is infinity.
Simulation results are presented in Table V. Performance is
compared between automated disassembly with and without
error handling capability.

In general, the error handling control decreases non-
value-added operations while increasing throughput with little
change to system utilization. In terms of goal component
acquisition, the error handling control averages component
removal ratios of 7.2 as compared to 15.67 for no error han-
dling. This average does not include infinite ratios. The product
design requires a component ratio of 8 if no components are
missing. The real product in case B has a minimum ratio of 2.
The real products in cases C and D have a minimum ratio of
infinity. Error handling reduces the number of infinity ratios
from 4 to 2. As indicated in Table V, the error handling routine
results in a reduction in average disassembly time from 10.02
to 8.33 min. Some of this reduction in time results from a
reduction in nonvalue-added operations from 8.46 to 7.43.
These gains in performance can be attributed to the ability of
the error handling routine to avoid removing components that
are not necessary to reach the goal components.
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TABLE V
SIMULATION RESULTS FORPC DISASSEMBLY

VII. CONCLUSIONS

A model for automated disassembly was developed that
describes the used product and workcell states. Based on the
concept of blocking topology, the model accounts for workcell
interaction and used product constraints. It was shown that
the next component for disassembly can be selected from the
knowledge of the product design and the current component
for disassembly, thus minimizing the steps to goal component
removal. The selection of a component from a set of com-
ponents for removal was determined by the minimum setup
time for disassembling a component. A method for utilizing
sensor feedback to detect differences from the expected design
configuration was presented. Simulation results based on real
product and process input showed that the model could be used
under different disassembly strategies to provide performance
measures of the disassembly process. Furthermore, simulation
results can be extended to provide disassembly line proposals
based on a disassembly strategy.

An error handling strategy for automated disassembly of a
used product has been introduced. Elements of this strategy in-
cluded designing a sensing strategy, translating feedback into er-
rors, and applying error recovery routines. A statistically based
sensor strategy design constraint was established. The constraint
can be used to determine if a sensor is appropriate for a given
component. To utilize the sensor information, an error detection
logic was presented, utilizing sensor measure tolerance limits
and workcell states. The error detection logic is required to ini-
tiate the error handling routines. Replacement component er-
rors can be accounted for with replacement component fami-
lies to intelligently provide a reduced search. Jammed compo-
nent errors are handled with a search for alternate disassembly
sequences. This search can be easily implemented through an
update of the used products blocking matrix. The benefits of
the error handling capability were displayed through simulated

results of a PC. The disassembly simulation shows results for
a single sensing strategy with error handling capability. Future
work will extend the use of the disassembly simulation to com-
pare sensor strategies for a given product and to compare design
changes with a given sensor strategy.
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